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Abstract 
 

Load balancing in the cloud computing environment has an 

important impact on the performance. Good load balancing 

makes cloud computing more efficient and improves user 

satisfaction. This article introduces a better load balance 

model for the public cloud based on the cloud partitioning 

concept with a switch mechanism to choose different 

strategies for different situations. The algorithm applies the 

game theory to the load balancing strategy to improve the 

efficiency in the public cloud environment. 

Index Terms— load balancing model; public cloud; 

cloud partition; game theory 

I. Introduction 

 
Cloud computing is an attracting technology in the 

field of computer science. In Gartner’s report [1], it 

says that the cloud will bring changes to the IT 

industry. The cloud is changing our life by providing 

users with new types of services. Users get service 

from a cloud without paying attention to the details[2] . 

NIST gave a definition of cloud computing as a model 

for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly 

provisioned and released with minimal management 

effort or service provider interaction [3]. More and 

more people pay attention to cloud computing [4, 5] . 

Cloud computing is efficient and scalable but 

maintaining the stability of processing so many jobs in 

the cloud computing environment is a very complex 

problem with load balancing receiving much attention 

for researchers 

 

      

 

 

Since the job arrival pattern is not predictable and the 

capacities of each node in the cloud differ, for load 

balancing problem, workload control is crucial to 

improve system performance and maintain stability. 

Load balancing schemes depending on whether the 

system dynamics are important can be either static and 

dynamic [6]. Static schemes do not use the system 

information and are less complex while dynamic 

schemes will bring additional costs for the system but 

can change as the system status changes. A dynamic 

scheme is used here for its flexibility. The model has a 

main controller and balancers to gather and analyze the 

information. Thus, the dynamic control has little 

influence on the other working nodes. The system 

status then provides a basis for choosing the right load 

balancing strategy. The load balancing model given in 

this article is aimed at the public cloud which has 

numerous  nodes with distributed computing resources 

in many different geographic locations. Thus, this 

model divides the public cloud into several cloud 

partitions. When the environment is very large and 

complex, these divisions simplify the load balancing.  

The cloud has a main controller that chooses the 

suitable partitions for arriving jobs while the balancer 

for each cloud partition chooses the best load balancing 

strategy. 

 

 

II. Related Work 
 

There have been many studies of load balancing for the 

cloud environment. Load balancing in cloud computing 

was described in a white paper written by Adler [7] 

who introduced the tools and techniques commonly 

used for  load balancing in the cloud. However, load 

balancing in the cloud is still a new problem that needs 



IJREAT International Journal of Research in Engineering & Advanced Technology, Volume 2, Issue 2, Apr-May, 2014 

ISSN: 2320 – 8791 (Impact Factor: 1.479)  

www.ijreat.org 

www.ijreat.org 
                       Published by: PIONEER RESEARCH & DEVELOPMENT GROUP (www.prdg.org)                    2 

 

 

new architectures to adapt to many changes. Chaczko 

et al.[8] described the role that load balancing plays in 

improving the performance and maintaining stability. 

There are many load balancing algorithms, such as 

Round Robin, Equally Spread Current Execution 

Algorithm, and Ant Colony algorithm. Nishant et al. 

[9] used the ant colony optimization method in nodes 

load balancing. Randles et al. [10] gave a compared 

analysis of some algorithms in cloud computing by 

checking the erformance time and cost. They 

concluded that the ESCE algorithm and throttled 

algorithm are better than the Round Robin algorithm. 

Some of the classical load balancing methods are 

similar to the allocation method in the operating 

system, for example, the Round Robin algorithm and 

the First Come First Served (FCFS) rules. The Round 

Robin algorithm is used here because it is fairly simple. 

III. Existing System 

Cloud computing is efficient and scalable but 

maintaining the stability of processing so many jobs in 

the cloud computing environment is a very complex 

problem with load balancing receiving much attention 

for researchers. Since the job arrival pattern is not 

predictable and the capacities of each node in the cloud 

differ, for load balancing problem, workload control is. 

crucial to improve system performance and maintain 

stability. Load balancing schemes depending on 

whether the system dynamics are important can be 

either static and dynamic . Static schemes do not use 

the system information and are less complex while 

dynamic schemes will bring additional costs for the 

system but can change as the system status changes. A 

dynamic scheme is used here for its flexibility.  

 

Disadvantages: 

Load balancing schemes depending on 

whether the system dynamics are important can be 

either static and dynamic . Static schemes do not use 

the system information and are less complex. 

IV. Proposed System 

Load balancing schemes depending on whether the 

system dynamics are important can be either static and 

dynamic . Static schemes do not use the system 

information and are less complex while dynamic 

schemes will bring additional costs for the system but 

can change as the system status changes. A dynamic 

scheme is used here for its flexibility. The model has a 

main controller and balancers to gather and analyze the 

information. Thus, the dynamic control has little 

influence on the other working nodes. The system 

status then provides a basis for choosing the right load 

balancing strategy. 

 

The load balancing model given in this article is aimed 

at the public cloud which has numerous nodes with 

distributed computing resources in many different 

geographic locations. Thus, this model divides the 

public cloud into several cloud partitions. When the 

environment is very large and complex, these divisions 

simplify the load balancing. The cloud has a main 

controller that chooses the suitable partitions for 

arriving jobs while the balancer for each cloud partition 

chooses the best load balancing strategy. 

 

ADVANTAGES OF PROPOSED SYSTEM: 

• This model divides the public cloud into several 

cloud partitions. When the environment is very 

large and complex, these divisions simplify the 

load balancing. 

• The role that loads balancing plays in improving 

the performance and maintaining stability. 

V. System Model 

Figure 1.  Relationships between the main controllers, the balancers, 

and the nodes 

There are several cloud computing categories with this 

work focused on a public cloud. A public cloud is 

based on the standard cloud computing model, with 

service provided by a service provider [11] . A large 

public cloud will include many nodes and the nodes in 
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different geographical locations. Cloud partitioning is 

used to manage this large cloud. A cloud partition is a 
subarea of the public cloud with divisions based on the 

geographic locations. The architecture is shown in 

Fig.1.The load balancing strategy is based on the 

cloudpartitioning concept. After creating the cloud 

partitions,the load balancing then starts: when a job 

arrives  

The proposed system consists of five modules. They 

are 

5.1 USER MODULE: 

In this module, Users are having authentication and 

security to access the detail which is presented in the 

ontology system. Before accessing or searching the 

details user should have the account in that otherwise 

they should register first.. 

5.2 System Model 

There are several cloud computing categories with this 

work focused on a public cloud. A public cloud is 

based on the standard cloud computing model, 

withservice provided by a service provider  . A large 

public cloud will include many nodes and the nodes in 

different geographical locations. Cloud partitioning is 

used to manage this large cloud. A cloud partition is a 

subarea of the public cloud with divisions based on the 

geographic locations. with the main controller deciding 

which cloud partition should receive the job. The 

partition load balancer then decides how to assign the 

jobs to the nodes. When the load status of a cloud 

partition is normal, this partitioning can be complished 

locally. If the cloud partition load status is not normal, 

this job should be transferred to another partition. 

 

5.3 Main controller and balancers 

The load balance solution is done by the main 

controller and the balancers.The main controller first 

assigns jobs to the suitable cloud partition and then 

communicates with the balancers in each partition to 

refresh this status information. Since the main 

controller deals with information for each partition, 

smaller data sets will lead to the higher processing 

rates. The balancers in each partition gather the status 

information from every node and then choose the right 

strategy to distribute the jobs. 

 

5.4 Cloud Partition Load Balancing Strategy: 
 

When the cloud partition is idle, many computing 

resources are available and relatively few jobs are 

arriving. In this situation, this cloud partition has the 

ability to process jobs as quickly as possible so a 

simple load balancing method can be used. There are 

many simple load balance algorithm methods such as 

the Random algorithm, the Weight Round Robin, and 

the Dynamic Round Robin The Round Robin algorithm 

is used here for its simplicity. 

VI. Conclusion 

The load balancing model given in this article is aimed 

at the public cloud which has numerous nodes with 

distributed computing resources in many different 

geographic locations. Thus, this model divides the 

public cloud into several cloud partitions. When the 

environment is very large and complex, these divisions 

simplify the load balancing. The cloud has a main 

controller that chooses the suitable partitions for 

arriving jobs while the balancer for each cloud partition 

chooses the best load balancing strategy 
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